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We simulated a large-scale thalamocortical network consisting of one million neurons and up to one
billion synaptic connections. Parameters of the network are scaled to preserve ratios found in the mam-
malian thalamocortical system. The white matter anatomy of the model is reconstructed from human
diffusion tensor imaging (DTI) data using fiber-tracktography methods. The gray-matter anatomy con-
sists of 5 cortical layers with microcircuitry of a “generic primary sensory area” and specific, non-specific,
and reticular thalamic nuclei. The model has 12 types and numerous subtypes of neurons with multi-
compartment dendritic trees; synapses with AMPA, NMDA, GABAA, GABAB, and gap-junction kinetics;
axonal lengths and conduction delays; synaptic short-term depression and facilitation; synaptic long-term
spike-timing-dependent plasticity (STDP); and neuromodulation derived from the brainstem dopaminergic
reward system. The parameters of the model are taken from the published literature, mostly on cat area
17 and lamina A of dorsal thalamus. In some cases, a number of arbitrary but justifiable choices had to
be made.

As compared to real cortex, the model has a scaled down density of neurons and synapses per mm2

of cortical surface. Model neurons have scaled down number of synapses and impoverished dendritic trees
in comparison with real cortical neurons. Moreover, we do not model subcortical structures other than
the thalamus. We do not model developmental changes other than that reflected in activity-dependent
fine-tuning of connectivity.

Most simulations were performed with one million neurons, though a variant of the model was simulated
with 1011 neurons and almost one quadrillion synapses, which corresponds to the full size of the human
brain. Movies of the simulation are available on the first author website (http://www.izhikevich.com).

1 Anatomy

1.1 Microcircuitry

Neurons in the model are either excitatory (glutamatergic, red in Fig. 8) or inhibitory (GABAergic, blue or
green in Fig. 8). We adapt the nomenclature of [1] and distinguish the following types of cortical excitatory
neurons:

p2/3 pyramidal neurons in L2/3
ss4(L4) spiny stellate neurons in L4 that project to L4

ss4(L2/3) spiny stellate neurons in L4 that project to L2/3
p4 pyramidal neurons in L4

p5(L2/3) pyramidal neurons in L5 that project to L2/3
p5(L5/6) pyramidal neurons in L5 that project to L5/6

p6(L4) pyramidal neurons in L6 that project to L4
p6(L5/6) pyramidal neurons in L6 that project to L5/6

Pyramidal neurons exhibit regular spiking (RS) firing patterns (Connors and Gutnick 1990), but can also
exhibit chattering (CH, or fast rhythmic bursting FRB) pattern or intrinsically bursting (IB) pattern,
which we describe in detail below.

We distinguish two types of cortical GABAergic (inhibitory) interneurons

b basket interneuron, all layers
nb non-basket interneuron, all layers
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Figure 8: Simplified diagram of thalamocortical microcircuit. Only the most significant or numerous con-
nections are shown; see Fig. 9 for details. Self-synapses denote synaptic connections within the populations.
Bold lines denote pathways carrying more than 30% of synapses to a particular target.



SI Appendix 4

Basket cells have fast spiking (FS) firing patterns [2]. Non-basket interneurons morphologically include
double-bouquet cells, neurogliaform cells, and Martinotti cells [1], and they can exhibit LTS (low-threshold
spiking, [3]), LS (latent spiking), RSNP (regular spiking non-pyramidal neurons) or BSNP (burst spiking
non-pyramidal neurons) firing patterns [4, 5], and a diversity of other patterns [6], as we explain the next
section. In the model, basket interneurons in L4, L5, and L6 have axons confined within a single cortical
layer, whereas basket cells in L2/3 and non-basket interneurons may have axons spanning several layers
[7, 8].

We distinguish three thalamic nuclei with three cell types:

TCs thalamocortical relay neurons in specific nucleus
TCn thalamocortical relay neurons in non-specific nucleus
TIs thalamic interneurons in specific nucleus
TIn thalamic interneurons in non-specific nucleus

RTN GABAergic neurons in the reticular thalamic nucleus

We do not make the distinction between X and Y thalamocortical relay neurons [9]. TC and RTN cells
exhibit regular spiking or bursting patterns depending on the holding potential.

The relative distribution (percentage) of neuronal types in the model is given in the first column in
Fig. 9. It is based on the following published data: The relative number of cortical neurons in different
layers in the primary visual cortex was given by [1], Fig. 6). Consistent with earlier studies, they found that
inhibitory neurons form approximately 20% of all neurons. The relative number of basket and non-basket
cells is consistent with earlier studies (Fig. 4 of [10], Fig. 1 of 5). The relative number of neurons in the
thalamic nuclei is not known. Peters and Payne [11] report 350,000 thalamocortical fibers per 11,000,000
neurons in L4 of area 17 [1], resulting in a ratio of 1/30, which is consistent with other observations [12].
Assuming one such fiber per TC cell, we derive the number of TC cells as a fraction of L4 neurons. Winer
and Larue [13] report 20% of interneurons in LGN of rats, cats, and monkeys, but different percentages in
other nuclei. We assume here that exactly 20% of neurons in the specific and non-specific thalamic nuclei
are inhibitory interneurons. Not knowing the number of RTN neurons, we take it to be the same as the
number of TC neurons in each nucleus. Notice that the majority of neurons in the model are in L2/3, L4
and L6.

Making three-dimensional reconstructions of 39 single neurons and thalamic afferents in cat primary
visual cortex (area 17), Binzegger et al. [1] characterized the distribution of all synapses formed on each
neuronal type at each cortical layer, see Fig. 7 in their paper. The authors kindly provided us with their
data files, which were used to obtain the cortical part of the table in Fig. 9. We treat 95% of the unidentified
asymmetrical (excitatory) synapses in L1-L6 as coming from other cortical areas (corticocortical) and 5%
as coming from the non-specific thalamic nucleus. We treat the unidentified symmetrical (inhibitory)
synapses as coming from non-basket cells. Converting the absolute values into percentages, we assign
synapses in the model with the distribution in shown in the table in Fig. 9.

The table also reflects the relative distribution of synapses in the thalamus, which is based on the
numbers found in the A-laminae of the LGN of the cat. van Horn et al. [14] found that TC neurons in
LGN receive 7.1% synapses from sensory (retinal) fibers, 62% excitatory synapses from cortex (L5 and L6)
and brainstem (divided equally between the two, see Erisir et al. 1997 and 30.9% GABAergic synapses.
Thalamic interneurons receive 48.7% synapses from sensory fibers, 24.4% GABAergic synapses, and the
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Figure 9: Distribution of neuronal types and synapses in the model. Each row represents a single postsy-
naptic neuron of a certain type. Multiple compartments, if they exist, are indicated. Each element in a row
represents the percentage of synapses of a particular type to that neuron. The most significant connections
are shown in Fig. 8. Shaded regions denote plastic connections.
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rest are from cortex and brainstem. Since there are four types of cortical pyramidal neurons projecting to
thalamus, we assume that the distribution of cortico-thalamic synapses in the thalamus is proportional to
the relative distribution of the cortical neurons. We assume that RTN neurons are qualitatively similar to
TC neurons with respect to the number of brainstem synapses, cortico-thalamic synapses, etc.

Notice that the table has very few zero (empty) entries; for the sake of clarity, we depict only the most
significant or numerous connections in Fig. 8. Bold lines in the figure denote projections from p2/3 and
p6(L4) that carry the majority of synaptic input (more than 30% each) to their targets. The proportion
of thalamocortical synapses is small, but the synapses are quite strong, as we discuss in the next section.

Generalizing the interneuron circuitry of L4 of barrel somatosensory cortex of rats ([3]; Michael Beierlein
and Jay Gibson, personal communication) we assume that the connectivity of interneurons is the same in
all cortical layers: There are gap-junction (electrical) synapses among neurons of the same type at each
layer and no gap junctions between neurons belonging to different types. Landisman et al. [15] report
gap junctions among RTN neurons in mice and rats, but no chemical synapses. In contrast, [16] and [17]
report GABAergic synapses in the same neurons. We include both types of synapses in the model of the
thalamic reticular nucleus. Hughes et al. [18] report gap junctions among TC relay neurons. Since no
evidence exists of any chemical synapses among the neurons [12], only electrical synapses among TC cells
are modeled in this study.

Typical axonal arborizations of various neuronal types are illustrated in Fig. 8, lower-left. The magni-
tudes of the laminar axonal spread of cortical neurons are based on the macaque striate cortex data of [19]
and [20], which are consistent with cat area 17 data of [1]. Thalamic neurons are from [21] and reticular
neurons are from [22] and [15]. Sur et al. [23] report the diameter of cat retino-geniculate arborizations
to be 0.15 mm for X-type and 0.3 mm for Y-type, whereas [24] report slightly larger estimates. We take
the radius of sensory fibers in the model to be 0.2 mm. Murphy and Sillito [25] report the spread of L6
cortico-thalamic arborizations to be 0.5 mm with some fibers spreading as much as 1.5 mm. We assume
that the radius of thalamic arborization of all cortical axons is 0.4 mm. Jones ([12], Fig.3.9) reports the
spread of thalamocortical fibers to be around 0.4 mm for X-type and 0.8 mm for Y-type with multiple
synaptic clusters. Since we do not distinguish the types, we take the larger number and keep in mind that
there will be activity-dependent pruning.

Yellow circles in Fig. 8 with indicated radii (mm) denote the initial axonal spans used in the model.
The synaptic density decays linearly from the center of the circle to a zero value at the edge.

1.2 White Matter Anatomy (After Human DTI)

The gross anatomy of long-range corticocortical connections in the model is based on the anatomy of the
human brain obtained via anatomical MRI and DTI scans. Neuronal bodies are allocated randomly on
the cortical surface, whose coordinates were obtained from anatomical MRI. Local-circuit connectivity is
established according to Fig. 8 and table in Fig. 9. The axons that exit the gray matter and enter the
white matter are directed according to the ”TensorLine” method ([26, 27]) applied to human DTI scans;
see Fig. 1 of the main text. Once the axon re-enters the gray matter (in some distal part of the cortex), it
ramifies according to the distances in Fig. 8.

Axons of each pyramidal neuron in layer 2/3 in the model bifurcates into ipsilateral and contralateral
axons. The former are continued according to the DTI data, and the latter project to the mirror locations
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in the contralateral hemisphere. Because human hemispheres are not symmetrical, the target point for the
axon is found on the contralateral hemisphere that is closest to the mirror location of the neuron.

Each thalamocortical neuron in the non-specific thalamic nuclei projects to a random location on cortex.
The specific nuclei are assumed to have the form of two hemispheres and thalamocortical neurons there
project roughly topographically to corresponding locations in the cortex. To deliver visual, auditory, or
somatosensory signals, we stimulate corresponding neurons in the specific thalamic nuclei that project to
the visual, auditory, and somatosensory areas of the cortex.

To have a sufficiently large density of neurons per mm2 of cortical surface, we scaled down the entire
structure by a factor of 4. That is, we assumed that the cortex is 40mm wide, i.e., it can be embedded within
a sphere with diameter of 40mm. The length of the traced fibers is used to estimate the axonal conduction
delays as follows: For corticocortical connections, we assume that the axonal conduction velocity is 1m/s
for myelinated fibers and 0.1 m/s for non-myelinated fibers (28–30]. The cortex is assumed to have 1 mm
width, so a delay from layer 6 to layer 1 could be as large as 10ms. Delays via myelinated (in white matter)
and non-myelinated (in gray matter) fibers are added to find the total conduction delay. The delays from
layer 5 to thalamus are taken to be 1 ms and from layer 6 to thalamus are taken to be 20 ms. Delays from
specific thalamocortical neurons are taken to be 1 ms. Delays from non-specific thalamocortical cells are
determined according to the length of the axonal fiber. If the resulting conduction delay of any neuron
is longer than 20 ms, it is reduced to exactly 20 ms to have an efficient implementation algorithm (this
number is a parameter in the model, and it can be easily changed; we used 20ms for all our simulations).

Sensory input to the model is delivered via stimulation of the thalamocortical neurons (TCs) projecting
to the appropriate primary sensory cortex (appropriate sensory modality). In particular, to deliver auditory,
visual, or somatosensory stimulation, we inject brief pulses of current into TCs neurons in the MGN, LGN,
and VPN nuclei of thalamus.

2 Dynamics

The large-scale model consists of various types of multi-compartmental neurons with active dendrites,
synaptic transmission with AMPA, GABA, and NMDA kinetics, and short-term and long-term synaptic
plasticity with dopaminergic modulation.

2.1 Neuronal Dynamics

Spiking dynamics of each neuron (and each dendritic compartment) were simulated using the phenomeno-
logical model proposed by Izhikevich [31]. The model has only 2 equations and 4 dimensionless parameters
that could be explicitly found from neuronal resting potential, input resistance, rheobase current, and
other measurable characteristics ([32], chapter 8). We present the model in a dimensional form so that the
membrane potential is in millivolts, the current is in picoamperes and the time is in milliseconds:

Cv̇ = k(v − vr)(v − vt)− u + I (1)
u̇ = a{b(v − vr)− u} (2)

where C is the membrane capacitance, v is the membrane potential (in mV), vr is the resting potential, vt

is the instantaneous threshold potential, u is the recovery variable (the difference of all inward and outward
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voltage-gated currents), I is the dendritic and synaptic current (in pA)

I(t) = −Idendr − Isyn

as explained below, a and b are parameters. When the membrane potential reaches the peak of the spike,
i.e., v > vpeak, the model is said to fire a spike, and all variables are reset according to v ← c and u ← u+d,
where c and d are parameters. Notice that vpeak (typically around +50 mV) is not a threshold but is rather
a peak of the spike; the firing threshold in the model (as in real neurons) is not a parameter but a dynamic
property that depends on the state of the neuron.

Depending on the values of the parameters, the model could be tuned to reproduce firing dynamics of
every known cortical, thalamic, and hippocampal neuron ([32). We illustrate some of the firing patterns in
Fig. 10 using injected pusles of somatic current (see Fig. 8.17 in [32] for in vivo-like input). It is different
from the Hodgkin-Huxley-type models in the sence that it reproduces the responses, and not the ionic
currents, of biological neurons.

Each neuron has a somatic compartment and a set of dendritic compartments. The number of dendritic
compartments of a neuron in each cortical layer is at least S∗scale/M where S is the number of synapses
the neuron receives in the layer (see Fig. 9), scale= 0.05 is the scale-down factor when we simulate fewer
than 1011 neurons, and the parameter M = 40 is the maximal number of synapses per compartment.
The dendritic current at each compartment consists of the currents coming from the down (”mother”)
compartment (zero for somatic compartments) and up (”daughter”) compartments (zero for terminal
compartments)

Idendr = Gdown(V − Vdown) +
∑
up

Gup(V − Vup)

with the values of the conductances Gup and Gdown provided in Fig. 10.

2.2 Synaptic Dynamics

We model synaptic dynamics in a fashion similar to that by Izhikevich et al. [33] with the exception that
we use a simpler and more efficient model for short-term synaptic plasticity, and spike-timing-dependent
plasticity (STDP) is considered to be modulated by dopamine.

Short-Term Synaptic Plasticity. We assume that the synaptic conductance (strength) of each synapse
can be scaled down (depression) or up (facilitation) on a short time scale (hundreds of milliseconds) by
a scalar factor x. This scalar factor, different for each presynaptic cell, is modeled by the following one-
dimensional equation

ẋ = (1− x)/τx , x ← px when presynaptic neuron fires. (3)

That is, x tends to recover to the equilibrium value x = 1 with the time constant τx, and it is reset by each
spike of the presynaptic cell to the new value px. Any value p < 1 decreases x and results in short-term
synaptic depression, whereas p > 1 results in short-term synaptic facilitation, as we illustrate in Fig. 11.
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200 ms

RS cell (layer 5) RS model

LTS cell (barrel cortex) LTS model

100 ms 25 ms

FS cell (visual cortex) FS model

200 ms

LS cell (layer 1) LS model

-60
-80 mV

200 ms

TC cell (dorsal LGN) TC model
tonic mode tonic modeburst mode burst mode

morphology	 nb1 	 p23 	 b   	 nb   	 ss4  	 p4 	 p5,p6 	 TC 	 TI 	 TRN
neuronal types 	  LS 	 RS 	 FS 	 LTS   	 RS 	 RS 	 RS 	 TC 	 TI 	 TRN
parameters
C  		 20 	 100 	 20 	 100 	 100 	 100 	 100 	 200 	 20 	 40
k  		 0.3 	 3 	 1 	 1 	 3 	 3 	 3 	 1.6 	 0.5 	 0.25
vr   		 -66 	 -60 	 -55 	 -56 	 -60 	 -60 	 -60 	 -60 	 -60 	 -65
vt  		 -40 	 -50 	 -40 	 -42 	 -50 	 -50 	 -50 	 -50 	 -50 	 -45
vpeak (soma)	 30 	 50 	 25 	 40 	 50 	 50 	 50 	 40 	 20 	 0.0
vpeak (dendr)	 100 	 30 	 25 	 40 	 30 	 50 	 30 	 40 	 20 	 0.0
Gup 	  	 0.6 	 3.0 	 0.5 	 1.0 	 3.0 	 3.0 	 3.0 	 2.0 	 5.0 	 5.0
Gdown		 2.5 	 5.0 	 1.0 	 1.0 	 5.0 	 5.0 	 5.0 	 2.0 	 5.0 	 5.0
a  		 0.17 	 0.01 	 0.15 	 0.03 	 0.01 	 0.01 	 0.01 	 0.1 	 0.05 	 0.015
b  		 5* 	 5 	 8	 8* 	 5 	 5 	 5 	 15* 	 7* 	 10*
c (soma)		 -45 	 -60 	 -55 	 -50 	 -60 	 -60 	 -60 	 -60 	 -65 	 -55
c (dendr)	 -45 	 -55 	 -55 	 -50 	 -50 	 -50 	 -50 	 -60 	 -65 	 -55
d:		 100 	 400 	 200 	 20 	 400 	 400 	 400 	 10 	 50 	 50

Figure 10: Comparison between in vitro recordings of various neurons and their simulations in the large-
scale model. Different neuronal types are modeled by the same equations 1 and 2 but with different
choice of parameters. ∗: Dendritic compartments of the LS neuron are modeled as a passive compartment
v̇ = (−Idendr − Isyn)/250. For LTS neurons, the recovery variable is kept below the value of 670; that is, if
u > 670, then u = 670. For TI neurons, if u > 530, then u = 530. For TC and TRN neurons, the value b
is voltage-dependent: if v > −65, then b = 0 for TC and b = 2 for TRN.
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0

1

0
1

short-term synaptic depression short-term synaptic facilitation

x(t) x(t)
p=0.6

p=1.5

measured

simulated

neuronal types (to)   p,ss (RS)	    b (FS)		 nb (LS, LTS)

(from)

p,ss (RS) 	     tx=150, p=0.6	    tx=150, p=0.6	 tx=100, p=1.5

b (FS)		     tx=150, p=0.6	    tx=150, p=0.6

TC		     tx=150, p=0.7	    tx=200, p=0.5

x'=(1-x)/tx ,    x      px  when presynaptic neuron fires

Figure 11: Short-term synaptic depression and facilitation is modeled by the one-dimensional equation
3 with two parameters, τx and p. Top: comparison of experimentally measured (Fig. 4 from [3]) and
simulated synaptic dynamics. Bottom: values of parameters used in the large-scale model. Other synaptic
connections, e.g., from nb (LTS) cells, are assumed not to have short-term plasticity.
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Synaptic Kinetics. The total synaptic current at each compartment is simulated as

Isyn = gAMPA(v − 0) + gNMDA
[(v + 80)/60]2

1 + [(v + 80)/60]2
(v − 0)

+gGABAA
(v + 70) + gGABAB

(v + 90) + Igap

where v is the postsynaptic membrane potential, and the subscript indicates the receptor type. Each
conductance g (here we omit the subscript for the sake of clarity) has first-order linear kinetics

ġ = −g/τ

with τ =5, 150, 6, and 150 ms for the simulated AMPA, NMDA, GABAA and GABAB receptors, respec-
tively [34, 33].

The ratio of NMDA to AMPA receptors was set to be uniform at a value of 1 for all excitatory neurons.
Thus, each firing of an excitatory neuron increases gAMPA and gNMDA by xc, where c is the synaptic
conductance (synaptic weight) and x is the short-term depression/potentiation scaling factor as above.
Similarly, the value of GABAA to GABAB receptors is taken to be 1 for all inhibitory synapses.

The gap-junction (electrical synapse) current

Igap =
∑

i∈neighbors

gi(v − vi)

has conductance decaying with the distance from the neuronal soma to the neighboring neuron i. Evaluation
of the gap-junction currents is extremely costly from a computational point of view, since they need to be
evaluated pair-wise for all neurons at all time steps, and most of the results presented in the paper were
performed with gi = 0 (unless mentioned otherwise).

Dopamine-modulated dendritic STDP. The conductance (weight) of each synapse in the model is
simulated according to spike-timing-dependent plasticity (STDP): The synapse is potentiated or depressed
depending on the order of firing of the presynaptic neuron and the corresponding (dendritic or somatic)
compartment of the postsynaptic neuron (35, 36, 37, 38). We use equations in the form provided by 32
so that STDP could be modulated by dopamine. In particular, we use the parameters A+ = 1, A− = 2,
τ+ = τ− = 20 ms (see [39 or 40]) so that the depression area of the STDP function is twice as large as the
potentiation area.

Since dendritic compartments can generate spikes independently from the soma, synapses could be
potentiated or depressed even in the absence of spiking of the postsynaptic cell. We keep the synaptic
conductance within the range [0, smax], where smax is 10.0 if the presynaptic cell is of pyramidal (p) or
spiny stellate (ss) type, 20.0 if the presynaptic cell is of thalamocortical (TC) type, 6.0 if the presynaptic
cell is of basket (b) type, 4.0 if the presynaptic cell is of non-basked (nb) type, and 5.0 if the presynaptic
cell is of thalamic inhibitory (TI) or reticular thalamic nucleus (RTN) type. All GABAergic synapses in
the model are assumed to be non-plastic and their conductance is fixed at the value of 4.0. The initial
values of the glutamatergic synapses are random drawn from the uniform distribution on the interval [0, 6],
and then they evolve according to STDP.
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In most cases, firing of an excitatory presynaptic neuron can evoke a local EPSP in the dendritic
compartment of the postsynaptic cell of less than 10 mV amplitude, which typically results in submillivolt
EPSP at the somatic compartment due to the electrotonic attenuation of synaptic current. Coincident
firing of three or four synapses with the maximal conductances in the same compartment may result in a
local dendritic spike, which then could propagate to the soma and evoke a spike or burst response there.
Such spikes arriving at different compartments would not be as effective in evoking the somatic response.

3 Intracranial EEG

We assume that the intracranial EEG (iEEG) at any cortical location is the sum of all extracellular currents
generated by nearby neurons within a sphere of radius of 1.5 mm, so it is essentially the sum of local field
potentials. These currents are mostly the intracellular currents flowing across vertically aligned apical
dendrites of pyramidal cells. The basal dendrites of pyramidal cells and the dendritic trees of the other
types of neurons are not aligned; they may generate many strong currents, but the currents flow at random
directions and thereby cancel each other.

4 Simulated fMRI/BOLD

We simulate fMRI/Blood Oxygenation Level Dependent (BOLD) signal [41] at each region (voxel) as the
sum of all synaptic activity (all synaptic conductances) of all neurons within the region

ẏ = (total synaptic conductance)− y/500 .

Thus, we assume that the major source for metabolic demand in the model is the synaptic transmission.
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